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Abstract—In this paper, we propose an efficient knowl-
edge-based automatic model gener ation (KAM G) techniqueaimed
at generating microwave neural models of the highest possible
accuracy using the fewest accurate data. The technique is com-
prehensively derived tointegratethree distinct power ful concepts,
namely, automatic model generation, knowledge neural networks,
and space mapping. For the first time, we simultaneously utilize
two types of data generators, namely, coar se data generators that
are approximate and fast (e.g., two-and-one-half-dimensional
electromagnetic), and fine data generators that are accurate
and dow (eg., three-dimensional electromagnetic). Motivated
by the space-mapping concept, the KAMG technique utilizes
extensive coarse data, but fewest fine data to generate neural
models that accurately match the fine data. Our formulation
exploits a variety of knowledge neural-network architectures to
facilitate reinforced neural-network learning from coarse and fine
data. During neural model generation by KAMG, both coarse
and fine data generators are automatically driven using adaptive
sampling. The KAMG technique helps to increase the efficiency
of neural model development by taking advantage of a microwave
reality, i.e., availability of multiple sources of training data for
most high-frequency components. The advantages of the proposed
KAM G technique are demonstrated through practical microwave
examples of MOSFET and embedded passive components used in
multilayer printed circuit boards.

Index Terms—Computer-aided design (CAD), modeling, neural
networks, optimization.

|. INTRODUCTION

HE drive in the electronics industry for manufactura-

bility driven design and time to market, coupled with
ever-increasing circuit complexities and operating frequencies,
demands powerful computer-aided design (CAD) methodolo-
gies [1], [2]. Modeling still remains a mgjor bottleneck for
efficient high-frequency CAD [3]. Artificial neural networks
(ANNS) recently gained popularity as afast and flexible vehicle
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to microwave modeling [1], [4]-{23]. Neura-network models
are developed from measured or simulated microwave data
through a process called training. Resulting neural models are
used in place of CPU-intensive theoretical models for fast and
accurate microwave design and optimization. Neural-network
techniques have been used in the CAD of avariety of microwave
components and circuits, e.g., embedded passives [4], striplines
[5], transistors [6], [7], microstrip lines [8], CPW components
[9], vias [10], bends [11], [13], filters [14]-{17], spira induc-
tors [18], high electron-mobility transistors (HEMTs) [19],
amplifiers [20]-{22], mixers [23], etc.

Detailed theoretical models (e.g., three-dimensional electro-
magnetic (3-D EM) models of passive components, physics
models of active devices) are accurate, but can be CPU inten-
sive and slow. On the other hand, approximate models (e.g.,
empirical models) are fast, but their accuracy can be limited,
i.e., accurate only in a specified frequency range or in a partic-
ular region of operation. High-level CAD operations such as
Monte Carlo simulation and optimization of microwave circuits
utilizing detailed models of individual circuit elements can be
CPU prohibitive, while those using approximate models could
yield imprecise solutions. Neural models are as fast as approx-
imate models and as accurate as detailed EM/physics models
[8], thus making ANN-based CAD an efficient alternative.

Reliable ANN-based CAD solutions need accurate neural
models, which, in turn, require lots of accurate training data.
For example, lots of accurate training data from a detailed
3-D EM simulator is needed for developing an embedded
capacitor neural model with 3-D EM accuracy to be able to
use the capacitor neural model for reliable circuit CAD [4].
Training-data generation is expensive as it involves both CPU
time (for detailed model computations) and human time (for
repetitive geometry changes), and can slow down neural model
development. There is a recent trend in the EM-ANN area for
investigating techniques that could potentially lower model
development time by reduced use of accurate training data and
lessened human involvement through automation of model
development.

Severa techniques have been developed to reduce the need
for expensive data. Neural networks with knowledge such as
the difference method (DM) [10], knowledge-based neura
networks (KBNNSs) [8], prior-knowledge input (PKI) network
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[11], and space mapped neural networks (SMNNSs) [13]-{15]
utilize existing knowledge (e.g., empirical equations or
models), thereby reducing the need for expensive training data.
The automatic model generation (AMG) agorithm [4] shortens
human time through automation of a multilayer perceptrons
(MLPs) neural-network model development process.

For the first time, we propose a robust knowledge-based
automatic model generation (KAMG) technique that takes
advantage of multiple data generators and knowledge neural
networks to generate microwave neural models of the highest
possible accuracy using the fewest accurate training data. Mo-
tivated by the space-mapping concept [24]-{26], the proposed
KAMG achieves efficient neura model generation through
extensive use of approximate data (also known as coarse data)
together with minimized use of accurate data (also referred to as
fine data). A variety of knowledge neural-network architectures
are exploited to enable both coarse and fine data to contribute
toward reinforced neural-network learning of detailed or fine
microwave behaviors. The KAMG technique incorporates
stage-wise training and adaptive training-data sampling to
facilitate automatic generation of neural models. Examples
presented in this paper demonstrate increased efficiency
of microwave neural model development by the proposed
KAMG owing to its ability to simultaneously utilize multiple
microwave simulators.

Il. OVERVIEW OF NEURAL MODELING

Let x represent an n-vector containing the external inputs
(stimuli) and ¥ represent an m-vector containing the outputs
(responses) of a microwave-modeling problem. For example,
could contain length of an embedded capacitor and signal fre-
guency, and ¢ could contain corresponding .S-parameters. Let f
suchthat y = f() represent the detail ed theoretical microwave
relationship between z and ¢ to be model ed by aneural network.
For example, f could be an EM relationship in the case of pas-
sive components or a semiconductor physics relationship in the
case of active devices.

In general, the detailed theoretical relationship f can be ac-
cessible to microwave engineersin the form of simulation soft-
wared = g(x), also referred to asthe simulator. We introduce a
new terminology for the simulator “g” and refer to it asa*“data
generator.” For agiven input 2, the data generator g(z) can be
used to compute the outputs d. Data generation involves repet-
itive use of g to obtain sample pairs (zy,d;), where % is the
sampleindex. These sample pairs are split into training and val -
idation data sets [10], [18]. We define L and V' as index sets of
training (learning) and validation data, respectively.

The purpose of neural-network modeling isto develop afast
neural-network model y = h(x,w) that accurately represents
the input—output relationship g of interest. Here, h(z, w) is a
neural network trained to learn g from training data (z;, ds.),
k € L, and w is aweight vector containing the adjustable pa-
rametersinside the neural network. The objective of neural-net-
work training is to adjust w such that the error between neural
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model responsesy and training dataoutputsd isminimized. Val-
idation data (2, dx), k € V, isused to monitor the quality of
the neural-network model during training.

Neural model development involves several sub-tasks like
data generation, data preprocessing, neura network training,
and validation. Previously, these sub-tasks have always been
carried out manually in asequential manner independent of one
another. Such an approach, referred to as conventional training,
reguires both human experience and time. Our recent AMG al-
gorithm [4] integrated all the sub-tasksin neural modeling into a
unified process. Starting with zero training and validation data,
neural model generation proceeds automatically in a stage-wise
manner. It has been demonstrated in the case of MLP neural net-
worksthat AMG requires fewer training data and shorter model
development time.

Ill. PrRoPOSED KAMG TECHNIQUE
A. KAMG Notation

In practice, a given microwave input—output relationship to
be modeled could be accessible in the form of different simula-
tion tools (i.e., different g’s). Some g's are implemented using
detailed theories such asthefull-wave EM eguations, and are ac-
curate, but can be slow. On the other hand, some g’ sare based on
simplified theories, and are, therefore, approximate and fast. We
define g, and g as a coarse data generator and fine data gen-
erator, respectively. For example, £ could include a length of
an embedded capacitor and signal frequency, and d. = g.(z)
and d;y = g,(x) could represent corresponding S-parameters
computed from the coarse, e.g., two-and-one-half-dimensional
electromagnetic (2.5-D EM) and the fine (e.g., 3-D EM) data
generators (simulators), respectively. We also define

Y. =h.(z,w.) D
:’7.9 :hs(wvws) (2)
Yy =hg(z,wy) @)

as coarse, sub, and fine (overal) neural-network models,
respectively. Here, h., h;, and h; are coarse, sub, and fine
(overall) neura networks, and w., w,, and w; are corre-
sponding weight vectors. The main objective of our proposed
KAMG techniqueisto automatically generate aneural-network
model y, = hy(x,wy) that accurately matches fine data from
g, over the entire z space (input space) of interest. This is
accomplished through extensive use of coarse training data
from g, and minimized use of expensivefine training datafrom

9.

B. KAMG Formulation

Automatic neural-model generation using the proposed
KAMG technique is accomplished through three major phases
described in the following sections.

1) Phase I: Generation of Coarse Neural-Network Model
Using Coarse Data Generator: In the first phase, the objec-
tive of KAMG is to generate a coarse neural-network model
Y. = h.(z,w.). A neura network h. is trained to learn the
coarse microwave relationship using coarse training data from
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g.. Thetraining objective hereis to minimize the difference be-
tween coarse neural model outputs and coarse data generator

outputs, i.e.,
min
nin

kCL.

by adjusting w. using neural-network training (optimization)
algorithms, e.g., quasi-Newton [1]. The vector d* = g,(z}.) is
the coarse training data output corresponding to aninput z,, and
L. istheindex set of coarse training data. In this phase, coarse
training datafrom g.. is used extensively because g.. is fast and
inexpensive. The training ensures that h,. captures the coarse
x—y relationship available in the form of g, i.e., the neural-
network model y. = h.(z,w.) accurately matches coarse data
from g, over the entire = space of interest.

The process of coarse neural model development including
data generation using g. and training of neura network h,.
is achieved automatically through adaptive sampling and
stage-wise training [4]. Data sets L. and V,, are empty initialy
and are updated in every training-stage by automatic driving
of g, using a suitable simulator driver [4]. Initialy, the n-di-
mensional x space of interest (i.e.,, neural model utilization
range) is considered as a set of sub-regions. For the first stage
of multistage training, coarse training data (L.) and coarse
validation data (V) are systematically generated covering all
the sub-regionsin a predefined way (e.g., star distribution [13]).
The neura network h.. is trained with data sasmplesin L., i.e,,
(xr,dy) and k € L., and is validated with samplesin V, i.e,
(zx,dy) and k € V.. The worst-case validation sample index
k* € V. with maximum error between the coarse neural model
and coarse datais identified by

he(zs, w,) —d°

he(2s, w,) — d°

4

. (5)

The sub-region to which thisworst sample belongsis further
divided into smaller sub-regions. Additional training and vali-
dation data are generated in the new regions again by automatic
driving of g.. The training and validation index sets are aug-
mented with new coarse data samples as

L =L | J Lo ®)

Vet = v [ vrew )

where L2 and V"™ areindex sets of newly generated coarse
training and validation data, and L2*** and V,»*** are used for
the subsequent stage of the coarse neural network (h..) training.
The automatic coarse neural model development process in-
cluding incremental data generation and stage-wise neural-net-
work training is continued until y, = h.(x,w.) exceeds the
user-specified coarse validation error [1], [4], i.e., h. satisfacto-
rily captures the coarse relationship g...

2) Phase II: Initialization of Fine Neural-Network
Model: The key idea behind the proposed KAMG tech-
nique is to systematically establish a framework that could
enable simultaneous utilization of g. and g, toward efficient
neural-network learning of fine behaviors. After the first phase,
a satisfactorily close representation of g, is available in the
form of a coarse neural model ¥, = h.(z,w.). What now
needs to be created is a framework that facilitates reinforced

k* = arg max ‘
keVe
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neural-network learning from coarse information y,. together
with fine data from g .. Toward this end, we exploited a variety
of knowledge neura-network architectures including DM,
KBNN, PKI, and SMNN, and created a set of novel formula-
tions for combining coarse and fine information. The objective
of the second phase is to construct an initialized fine (overall)
neural model, combining ¥, = h.(z,w.) with a suitable
sub-neural model before using any fine data. To accomplish
this, we generate a sub-neural model y, = h,(z,w;) through
asimple training of h, reusing L. and V. from the first phase.
The coarse and sub-neural networks are then combined to
congtruct afine (overall) neura network as

fc}f:hf(:r,wf):hf(:li,wc,ws) 8

where w includes both w, and w,. The manner in which
the fine (overall) neural network is constructed from h. and
h, depends upon the KBNN architecture being used. How-
ever, since fine data from g, has not been used thus far, y,
in (8) is merely an initialized version of the fine (overal)
neural-network model. This initial f:jf closely matches g,
and the KAMG can improve y, to accurately match g, by
further training of h; using the fewest fine data from g,. In
this section, fine (overall) neural model initialization through
a simple sub-neural-network training is described for various
knowledge ANN architectures.

Case 1: Initialization of KAMG-DM: Coarse data gen-
erator g, could miss finer details in the original z—y relation-
ship to be modeled. Consequently, g. and g, differ over the en-
tire £ space of interest, and the difference could vary with .
Here, we focus on this difference in an attempt to use coarse
and fine information simultaneously toward fine learning. The
DM-based neural-network architecture [10] is exploited. The
coarse neural-network model y, = h.(z,w.) closely repre-
senting g. has aready been generated in the first phase. Con-
sidering this, the sub-neural network h, is expected to learn the
difference between coarse and fine data.

Neural-network h, is initialized through a training process
whose objective is to

Hul)ill Z |hs(2r, ws) — O] 9

s

kCL.

by adjusting w,. In other words, h, is forced to learn a 0 dif-
ference, which is a reasonable initialization for the difference,
in the absence of any fine data. We then construct an initial
fine (overall) neural-network model utilizing the coarse and sub-
neural models as

fl;f :hf(mv'wcv'ws) :hc(mvwc)—i_hS(m’wS) (10)

where outputs of ks are computed through a vector summation
of outputs from h.. and h,. In thisway, the initial fine (overall)
network h ; would be asgood as h.. (i.e., g.) in representing the
given z—y relationship, even before any expensive fine datais
used.

Case 2: Initialization of KAMG—KBNN: In general, the
coarse data generator g. (e.g., empirical equations) can at
best represent fine microwave behaviors g, accurately in a
sub-region of the 2 space of interest. In order to develop afine
(overall) neural-network model that can accurately represent g »
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over the entire z space of interest, we propose using multiple
coarse neural-network models. The KBNN architecture [8] is
exploited, and the coarse neural model h. generated in the first
phase is incorporated into several knowledge layer neurons.
Theideahere isthat the KBNN’sweight parameters associated
with severa instances of h. could be tweaked to build an
accurate fine (overal) neural model.

Neural network h, is initialized through a training process
whose objective is to

mkv cl mkvwc) hc?(mkvwc)v"'v
k€L,

hep(@h, we), ws) —¥r|| (1)

by adjusting w, and keeping w.. fixed. Here, p isthe number of
knowledge layer neurons (i.e., the number of times the coarse
neural model is repeated in the KBNN sub-network), and ;T;f =
h.(z;,w.) isthe coarse neural model output corresponding to
an input ;. The sub-network h, is used together with aregion
network h,. and a gating operator ® [8] to construct the initial
version of the fine (overall) neural-network model as

af :hf(ma'wca'ws)
:hs (ﬁ,hcl(ﬁ,wc), hc2($7 wc)7 LRI
® h.(z, w,).

hcp(.'t, 'wC)7 'ws)
(12)

Weight parameters w,. in h,. associated with each of the h.'s
used in the fine (overal) network are initialized with equal
values to ensure equal contribution of each h. toward fine
outputs ¥, throughout the = space. The initial fine (overall)
neural model y, is as good as the coarse neural model y,. in
representing the given z—y relationship prior to using any fine
data. It may be noted that, conceptually, the region network
weights w,. are part of the sub-neural-network weights w,,.

Case 3: Initialization of KAMG—PKI: In this case, the
KAMG focuses on the relationship between coarse data gener-
ator outputs d. and fine data generator outputs d;. The d.—d
relationship could be influenced by the input vector & as well.
The PKI architecture [11] is exploited and the purpose is to
train a sub-neura-network h, to learn the relationship (z,d.)
versus d;. Since the fine data generator g, has not been used
thus far, h, is made to learn the relationship (2, d.) versus d.,
which is a reasonable initidization. Data d.. is available in the
form of the coarse neural model y, = h.(z,w.) generated in
the first phase. The neura network h, is initialized through a
training process whose objective is to

by (w9t w,) — 3 (13)
by adjusting w,.

Following this, an initial version of the fine (overal) neural
network is constructed. The coarse neura network h. trained
in the first phase is used at the lower level of the hierarchical
PKI structure. Inputs « together with outputs y, from h. are
then supplied to the sub-network h, at the higher level of the
hierarchy. Theinitia fine (overall) neural-network model given
by

E‘;f :hf(.'l’,’wc,'ws) :h8($7h0($7w0)7w5) (14)
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isasgood as h. (i.e, g.) in representing the z—y relationship
before using fine data from g

Case 4: Initialization of KAMG-SMINN: To better formu-
|late the KAMG-SMNN problem, we define coarse and fine
input vectors z. and x; (original input z itself), respectively.
When afineinput ; = « is presented to the coarse data gener-
ator g, an approximate or coarse output iscomputed. If acoarse
input . corresponding to the fine input z, can be found, such
that g,(zy) = g.(x.), then fast g, could be used in place of
CPU-intensive g,. The challenge here is to find a space map-
ping between x4 and . [24]-{26]. The SMNN architecture
[13]15] isexploited and the sub-neural network h, ismadeto
learn the mapping between the above-mentioned input-spaces.
In the absence of any fine data, a logical initialization for the
space mapping can bex, = & ;. Assuch, the neural network h,
isinitialized through atraining process whose objective isto

Hul)in Z |hs(wp, ws) — 2]

kC L.,

(15)

by adjusting w,.

Utilizing k. and h,, an initial version of the fine (overall)
neural network can now be constructed. The origina or fine
input z; is supplied to h, and corresponding .. is computed.
The coarse neural-network model k. devel opedinthefirst phase
is then used to compute the output vector corresponding to ...
Theinitial fine (overall) neural network model is given by

gf :hf(.'l'f,’wc,ws) :hc(hs(.'l'f,‘ws),'wc). (16)

Training of h, in (15) ensures that the initia fine (overall)
neural model y  can be meaningful even without using any fine
data, and is as good as the coarse neural model . (i.e, g.) in
representing the given microwave input—output relationship.

Discussion: Through systematic training and construction
of an initia fine (overall) neural network in the second phase,
the KAMG technique ensures that

hf(:z','wc,'ws) %hc(:t,'wc) @an

when the sub-neural-network weight vector w, is at its cur-
rent or initialized value. In other words, the initialized i}f =
hy(z, w., w,) can be as good as the available coarse datad. =
g.(z) in representing the given z—y relationship prior to using
any fine datafrom g .

3) Phase IlI: Refined Training of Fine (Overall) Neural
Network Using Fine Data Generator: In the third phase, the
KAM G technique emphasizes on capturing the finer microwave
behaviors of the given xz—y relationship missed in the coarse
neural-network model k. (i.e., those missed by g.). The initial
version of thefine (overall) neural network h isfurther trained
using the fewest fine data from g, to achieve the highest
possible fine accuracy. This is required in order to elevate
the neural model performance ﬂf currently close to g, to an
accuracy closest to that of g,. The training objective here is to
minimize the difference between fine (overall) neural-network
model outputs and fine data outputs, i.e.,

1n111 Z th Tp, We, W) —dt H (18)
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Fig. 1. Overal framework of the proposed KAM G technique showing various
phases of neural model development simultaneously utilizing coarse and fine
data generators.

by adjusting w,, keeping w.. fixed. In (18), d% = gy(x) repre-
sents the fine training data output corresponding to an input z,
k € Ly, where L represents the index set of fine training data.

Similar to training in the first phase, the & space of interest
is considered as a set of sub-regions. For the first stage, fine
training data (L) and fine validation data (V) are systemat-
icaly generated covering all the sub-regions. The initia fine
(overdll) neura network hy is trained with data samples in
Ly and validated with those in V. For subsequent stages of
training, new data sample locations are selected by error-based
sampling following (5), and L; and V; are augmented as
in (6) and (7) by automatically driving g, using a suitable
simulator driver [4]. The overal framework of the proposed
KAMG technique showing neural model devel opment through
simultaneous utilization of coarse and fine data generators is
shown in Fig. 1. Our novel KAMG formulations specific to
knowledge neural-network architectures DM, KBNN, PKI1, and
SMNN areillustrated in Figs. 2-5, respectively.

C. KAMG Algorithm

In this section, various stepsinvolved in the proposed KAMG
technique are summarized into a computational agorithm as
follows.

Step 1) For a given microwave-modeling problem, select
coarse and fine data generators g, and g,. For ex-
ample, 2.5-D and 3-D EM simulators can be used
asg. and g, respectively, for neural-network mod-
eling of EM components such as the embedded pas-
sives (e.g., capacitors and spiral inductors).

Select an MLP neura network h.(z, w.). Per-
form error-based adaptive sampling and incre-
mental coarse data generation together with
stage-wise training [4] with a training objec-
tive min 3 ||h.(zx,w.) — d|| to automati-

We kCL.
cally generate a coarse neura-network model

Y. = h.(z,w,.). Neural model development process

Step 2)
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Fig.2. Neura model development using the proposed KAMG formulation for
the DM-based neural-network architecture resulting in our KAMG-DM. The
portion within the dotted boundary represents the fine (overall) neural model
for usein CAD.
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Fig. 3. Neural model development using the proposed KAMG formulation
for the KBNN architecture resulting in our KAMG-KBNN. Part A of the
sub-network represents the region and boundary layers, and Part B represents
the gating network. The portion within the dotted boundary represents the fine
(overall) neural model for use in CAD.
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Fig.4. Neura model development using the proposed KAMG formulation for
the PK1 neural-network architecture resulting in our KAMG-PKI. The portion
within the dotted boundary represents the fine (overall) neural model for usein
CAD.
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Fig.5. Neura model development using the proposed KAMG formulation for
the SMNN architecture resulting in our KAMG-SMNN. The portion within the
dotted boundary represents the fine (overall) neural model for usein CAD.

is terminated when neural model responses from A,
are sufficiently close to coarse data outputsfrom g ..,
i.e, ¥y, = h.(z,w.) andd. = g.(z) closdly match
in the & space of interest.
Prepare the data index sets L. and V. for reuse
in training and validation of sub-neural-network
model. Data format for sub-neural-network training
is different for different knowledge neura-net-
work architectures. Coarse training and validation
data are reformatted into ordered pairs (2, 0) for
KAMG-DM architecture (ignoring outputs d’c“),
into (ay,d") for KAMG—KBNN architecture, into
((zx,dY),d;) for KAMG-PKI architecture, and
into ordered pairs (zy,z;) for KAMG-SMNN
architecture.
A sub-neural-network h,(z, w,) istrained and vali-
dated using the corresponding reformatted data sets
from step 3. The training objective for sub-neural-
network training is different for different knowledge
neural-network architectures, as already defined in
(9), (12), (13), and (15).
Utilizing the coarse neural-network and sub-neural -
network modelsh.(z,w.) and hs (2, w,) from steps
2 and 4, respectively, an initia version of the fine
(overall) neural model h;(x, w.,w.) isconstructed.
Our formulation ensures that the neural model re-
sponsesy ; from h; areasgood asy,. from k. inthe
entire & space of interest prior to using any fine data.
REPEAT steps 35 for various knowl-
edge neura-network formulations including
KAMG-DM, KAMG-KBNN, KAMG-PKI, and
KAMG-SMNN.
Starting with the available version of the
fine (overall) neura network hy, perform
error-based adaptive sampling, incremental fine
data generation, and neural-network training
for a single stage. The training objective is
min 3 ||hs(zr, we,w,) — dj||, and fine training
Ws kel
and valiéation data are generated by automatically

Step 3)

Step 4)

Step 5)

Step 6)
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driving g,. At the end of this step, a refined ver-
sion of the fine (overall) neural-network model is
available corresponding to each of the four knowl-
edge architectures formulated within the proposed
KAMG framework.

Compute the validation error of the available fine
(overall) neural model corresponding to each of the
four KAMG-based knowledge architectures.

If validation error of one or more of the fine models
meets user specification, select the fine (overall)
neural-network model with the least validation error
and exit the algorithm. Provide this best neural-net-
work model to the microwave designer for further
usein circuit/system CAD. Otherwise, GO TO step 6
for an additional stage of refined training using fine
data

Step 7)

Step 8)

D. Discussion

The proposed KAMG is a comprehensive agorithm that
integrates several advanced concepts in microwave CAD liter-
ature including AMG, knowledge neural networks, and space
mapping into a unified framework. Our KAMG formulation
exploits these concepts in an innovative manner, i.e., space
mapping is now formulated for multiple data generators,
the knowledge-ANN concept is now used to bridge the gap
between coarse and fine information, and the AMG algorithm
is applied to automate multiple ANN trainings involved. The
KAMG facilitates reinforced neural-network learning from
multiple sources of RF/microwave data (coarse and fine data
generators) through knowledge-ANN architectures. Here, we
provide a further insight to the KAMG algorithm by analyzing
various specia cases from a microwave perspective. In a case
where coarse data equals fine data, the KAMG terminates with
phase | alone and, as such, the existing AM G becomes a special
case of the proposed KAMG with only a single phase of model
development. In cases where coarse data differs from fine data,
fine model initialization and refinement of the initial version
of fine (overall) neural model using fine data (phases Il and
[11) are essential. There are two possible situations: 1) if the
difference is slender or simpler, very few fine data are utilized
and phase Il terminates quickly or 2) phase |11 of KAMG gets
prolonged and the number of fine data needed depends upon
the degree of the difference. An important aspect is that when
coarse data retains basic behaviors in the corresponding fine
data and misses only higher-order information, the proposed
KAMG technique works in its most effective way. In an
extreme (worst) case where there is a contradiction between
available coarse and fine data generators, the KAMG technique
is not recommended and use of AMG with fine data alone is
appropriate.

In microwave CAD, detailed EM- or physics-based design
and optimization are important, but can be prohibitively ex-
pensive in terms of CPU time. Fast neural models that accu-
rately match finedatacan effectively addressthischallenge. The
KAMG technique uses ajudicious mix of extensive coarse data
(eg., 25-D EM) and fewer fine data (e.g., 3-D EM) to auto-
matically generate accurate neural models. In the following sec-
tion, it is shown through practical microwave examples that the



1828

KAMG neural models exceed user-specified accuracies (e.g.,
1%) using fewest fine datacompared to any other existing neural
modeling techniques including the AMG. The KAMG neural
models can be used in place of CPU-intensive detailed models
for carrying out fast and reliable high-frequency circuit design
and optimization. For even tighter accuracy specifications of
a neural model, the KAMG automatically continues the fine
training phase by repetitive execution of steps 6-8 and effi-
cient use of additional amounts of fine data. In cases where the
highest levels of accuracies are desired, neural-based CAD so-
Iutions that are much faster to obtain can serve as an initial de-
sign, starting from which origina detailed models can be di-
rectly used for fina refinement of the design. In this way, an
otherwise expensive refinement cycle can now be substantially
shortened because of agood starting point provided by KAMG
neural models.

IV. EXAMPLES

A. MOSFET Neural-Model Development Using Circuit- and
Physics-Based Data Generators

This example illustrates development of MOSFET neural
modelswith physics-level accuracy, but without using too much
physics-based (expensive) fine training data. Neural network
input & contains five parameters, namely: 1) channel length
(L); 2) channel width (17); 3) oxide thickness (T ); 4) drain
voltage (V); and 5) gate voltage (V). The drain current (1)
is the only parameter in neural model output . A fast and
approximate equivalent-circuit model in HSPICE! is used as
a coarse data generator g.., while a CPU-intensive (slow), but
accurate physics-based MINIMOS simulator? is used as a fine
data generator g .

The proposed KAMG technique is used for automatic
generation of MOSFET neural models. In the first phase, a
coarse neural model g, is generated by an extensive use of
coarse training data from g (3265 coarse samples). The neural
model g, predicts drain current with an average validation
error of 4.50%. In the second phase, a sub-neural model
y, is developed and an initial fine (overall) neura network
is constructed, corresponding to each of the four knowl-
edge neura-network formulations, namely, KAMG-DM,
KAMG—KBNN, KAMG-PKI, and KAMG-SMNN. In each
case, it isensured that theinitial fine (overall) neural model isas
good as y.. in representing the MOSFETS' z—y characteristics,
i.e., average validation error of each of the initial (fine) neural
models is 4.50% prior to using any fine data. These initial fine
(overdl) neural networks are further trained using the fewest
fine training data from g, through automatic sampling and
stage-wise training, as described in steps 6-8 of the KAMG
algorithm.

As can be seen in Fig. 6, al the KAMG neura models
achieved better accuracies with fewer fine data, as compared to
MLP neural models from the existing AMG. For a user-spec-
ified neural model accuracy of 0.50%, the KAMG technique
requires fewer fine data than conventiona training (manual

IHSPICE, ver. 2001.2, Synopsis Inc., Mountainview, CA.

2MINIMOS, ver. 6.1, Inst. Microelectron., Tech. Univ. Vienna, Vienna, Aus-
tria.
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Fig. 6. Accuracy comparison of MOSFET neural models generated by the
proposed KAMG and existing AMG techniques. All the KAMG neural models
achieved better accuracies with fewer fine data as compared to MLP neural
models from the AMG.

TABLE |
COMPARISON OF FINE DATA NEEDED BY VARIOUS NEURAL
MODELING TECHNIQUES TO ACHIEVE MOSFET
MODELS WITH 0.50% VALIDATION ERROR

Neural Modeling Technique Number of Fine Data Used
Conventional training 1495
AMG 1190
Proposed KAMG-DM 724
Proposed KAMG-KBNN 562
Proposed KAMG-PKI 645
Proposed KAMG-SMNN 454
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Fig. 7. Comparison of KAMG-SMNN neural model prediction of drain
current (—) with physics-based MINIMOS data (symbols) for the MOSFET.
Responses are shown for aparticular geometrical configuration of the MOSFET
for different values of drain and gate voltages.

neural modeling approach) and the existing AMG, as shown
in Table I. In this example, the KAMG algorithm terminated
with the KAMG-SMNN neural model achieving the specified
0.50% accuracy with only 454 fine data. MOSFET drain
currents computed using the fast KAMG-SMNN neural model
are compared with physics-based fine data from MINIMOS in
Fig. 7 and a good agreement is observed. Table Il shows that
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TABLE I
AcCURACY COMPARISON BETWEEN MOSFET NEURAL MODELS DEVELOPED
BY VARIOUS MODELING TECHNIQUES USING 454 FINE DATA

Neural Modeling Technique Validation Error
Conventional training 3.24%
AMG 2.52%
Conventional DM 1.48%
Proposed KAMG-DM 0.95%
Conventional KBNN 0.98%
Proposed KAMG-KBNN 0.65%
Conventional PKI 0.92%
Proposed KAMG-PKI 0.60%
Conventional SMNN 0.84%
Proposed KAMG-SMNN 0.48%

the KAMG models outperform corresponding conventional
knowledge models when only a few fine data are used.

B. Embedded Resistor Neural Model Development Using
2.5-D and 3-D EM Data Generators

Fast and accurate models representing 3-D EM behaviors of
embedded passives are important for multilayer printed circuit
board (PCB) design [27]. In this example, neural models of an
embedded resistor are developed. The input vector = contains
resistor length (L) and signal frequency (f), and the output
vector y contains the real and imaginary parts of .S-parameters
RS11, 1511, RS>1, and 1551. A fast 2.5- EM simulatord isused
as the coarse data generator g. and a CPU-intensive 3-D EM
simulator4 including finer EM effects is used as the fine data
generator g ;. Embedded resistor neural models are developed
using the proposed KAMG, and other existing techniques such
as the conventional training technique and AMG.

The first phase of the KAMG algorithm using extensive
coarse training data (220 samples) resulted in a coarse neura
model with 7.02% average validation error. Training and
initialization in the second phase reusing the coarse data
yielded initia fine (overall) embedded resistor neural models
with accuracies close to that of the coarse neural model. These
initial fine neural models are further trained using 3-D EM
fine data in the third phase. Fig. 8 and Table Ill show that
the proposed KAMG technique yields relatively accurate
neural models, as compared to the existing techniques, when
fewer fine data are available. In this particular example, the
KAMG dgorithm exited with the KAMG—PKI neural model
exceeding user-specified accuracy of 0.50% with only 18 fine
data. S-parameters of the resistor computed using the fast
KAMG—PKI neural model accurately match with those from
the slow Ansoft-HFSS simulations, as shown in Fig. 9.

330NNET-LITE, ver. 7.0, Sonnet Software Inc., Liverpool, NY.
4HFSS, ver. 7.0.11, Ansoft Corporation, Pittsburgh, PA.

1829

100%

— X— AMG
—=—KAMG-DM
—+—KAMG-KBNN
\ —e— KAMG-PKI
o N ——KAMG-SMNN
10% A

X

1%

Neural Model Validation Error

0%

Number of Fine Data

Fig. 8. Accuracy comparison of embedded resistor neural models generated
by proposed KAMG and existing AMG techniques. When only afew fine data
are available, all the KAMG neural models achieved better accuracies than the
MLP neural models from the AMG.

TABLE Il
AcCCURACY COMPARISON BETWEEN RESISTOR NEURAL MODELS DEVELOPED
BY VARIOUS MODELING TECHNIQUES USING 18 FINE DATA

Neural Modeling Technique Validation Error
Conventional training 2.85%
AMG 1.65%
Proposed KAMG-DM 1.02%
Proposed KAMG-KBNN 0.65%
Proposed KAMG-PKI 0.42%
Proposed KAMG-SMNN 0.95%

C. Embedded Capacitor Neural Model Development Using
2.5-D and 3-D EM Data Generators

Asmentioned earlier, consideration of detailed EM effectsis
mandatory for high-frequency and high-speed CAD. As such,
accurate and fast EM-based neural models of embedded capac-
itors[28] including geometrical parameters as model inputs can
significantly speedup design and optimization of RF/microwave
circuits and systems. In this example, neural models of an em-
bedded capacitor shown in Fig. 10 are developed. The input x
includes capacitor length (L) and signa frequency (f). Rea
and imaginary parts of S-parameters RS11, 1511, RSo1, and
1551 are the model outputs y. A 2.5-D EM simulator is used
as a coarse data generator and a 3-D EM simulator isused as a
finedatagenerator. Attemptsto devel op capacitor neural models
with 3-D EM accuracy using fine data from a 3-D EM simu-
lator alone have proven to be computationally prohibitive, as
each 3-D EM simulation needs a lot of CPU time. This led to
a need for examining possibilities of using inexpensive coarse
data together with fine data for efficient neural model develop-
ment. The proposed KAMG algorithm is applied.

Thefirst and second phases of training using 180 coarse data
resulted in initial fine (overall) neural models with an average
validation error of 3.02%. Theseinitia fine neura networks are
further refined in the third phase using 3-D EM fine data. In
order to generate aneural model with agiven accuracy, it can be
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Fig. 9. Comparison of KAMG-PK| neura model prediction of the
S-parameters with origina 3-D EM Ansoft-HFSS data for the embedded
resistor example. A total of 220 data samples corresponding to 11 different
resistor lengths and 20 frequency samples per length are shown.

Fig. 10. 3-D EM representation of the embedded capacitor to be modeled
using the proposed KAMG technique.

seen from Fig. 11 that the proposed KAMG technique requires
fewer fine data as compared to the existing AMG technique.
Conseguently, CPU time for data generation is significantly re-
duced, as can be seen in Table V. Since data generation time
is the major constituent of the total neural model development
time, it can be concluded that neural model development using
the proposed KAMG is faster than the existing neural mod-
eling approaches. For a user-specified model accuracy of 1%,
the KAMG algorithm stopped with the KAMG—KBNN model
exceeding the specification with only 14 fine data.
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Fig. 11. Accuracy comparison of capacitor neural models generated by
proposed KAMG and existing AMG techniques. All the KAMG neural models
achieved better accuracies with fewer fine data as compared to MLP neural
models from the AMG.

TABLE IV
COMPARISON OF FINE DATA AND CPU TIME NEEDED BY VARIOUS NEURAL
MODELING TECHNIQUES TO ACHIEVE CAPACITOR MODELS WITH
1% VALIDATION ERROR

Number of ‘

Neural Modeling CPU-Time for
Technique Fine Data Data Generation (in min)
Conventional training 125 625
AMG 96 480
Proposed KAMG-DM 48 240
Proposed KAMG-KBNN 14 70
Proposed KAMG-PKI 24 120
Proposed KAMG-SMNN 23 115

Fig.12. 3-D EM representation of the spiral inductor to be modeled using the
proposed KAMG technique.

D. Spiral Inductor Neural Model Development Using 2.5-D
and 3-D EM Data Generators

Passives such as spiral inductors [29], [30] on a chip are
critical for a successful integrated microwave system design.
Although 3-D EM simulators can be used to analyze spira
inductors, they are computationally prohibitive especialy if
the inductor's geometrical/physical parameters need to be
repetitively changed during CAD. For the spiral inductor
showninFig. 12, weillustrate generation of neural models with
EM-level accuracy, but without using too much 3-D EM-based
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Fig. 13. Accuracy comparison of two-loop spira inductor neural models
generated by proposed KAMG and existing AMG techniques. All the KAMG
neural models achieved better accuracies with fewer fine data, as compared to
MLP neural models from AMG.

TABLE V
ACCURACY COMPARISON BETWEEN TWO-LOOP INDUCTOR NEURAL MODELS

Number of Fine Data

Fig. 14. Accuracy comparison of eight-loop spira inductor neural models
generated by the proposed KAMG and existing AMG techniques. All the
KAMG neural models achieved better accuracies with fewer fine data, as
compared to MLP neural models from AMG.

TABLE VI
COMPARISON OF FINE DATA AND CPU TIME NEEDED BY VARIOUS
NEURAL MODELING TECHNIQUES TO ACHIEVE EIGHT-LOOP

DEVELOPED BY VARIOUS MODELING TECHNIQUES USING 386 FINE DATA

Neural Modeling Technique Validation Error
Conventional training 6.25%
AMG 2.34%
Proposed KAMG-DM 0.96%
Proposed KAMG-KBNN 1.12%
Proposed KAMG-PKI 0.85%
Proposed KAMG-SMNN 0.99%

INDUCTOR MODELS WITH 1% VALIDATION ERROR

Neural Modeling

Technique

Number of

Fine Data

CPU-Time for

Data Generation (in min)

Conventional training

98

1764

AMG

52

936

Proposed KAMG-DM

27

486

Proposed KAMG-KBNN

32

576

Proposed KAMG-PKI

23

414

Proposed KAMG-SMNN

27

486

fine training data. A bridge drawn 0.1 mil above the spiral
pattern is used as the inductor’s connector pass. A 2.5-D EM
simulator (SONNET) is used as coarse data generator and a3-D
EM simulator (HFSS) is used as fine data generator.

The KAMG agorithm is applied to automatically generate
two-loop inductor neural models. Input  contains width (W),
space (S), dielectric constant (e,.), and frequency (f). Redl
and imaginary parts of S-parameters are the model outputs y.
Extensive coarse data (540 samples) are used in the first and
second phases of the KAMG agorithm. Asseenin Fig. 13, all
the two-loop inductor neural models from the KAMG achieved
better accuracies with fewer fine data, as compared to MLP
neural models from the AMG. When the number of fine data
used is the same, the KAMG models offer better accuracies
than existing neural modeling techniques, as shown in Table V.
Neural models of an eight-loop inductor are also generated
using the proposed KAMG. Input z includes space (S) and
frequency (), and output y includes real and imaginary parts
of S-parameters. The algorithm uses 184 coarse data for initial
training and only a few fine data for model refinement. The
KAMG algorithm terminated with the KAMG—PKI model
achieving the user-specified 1% accuracy with 23 fine data.
Fig. 14 demonstrates that KAMG vyields relatively accurate
models using fewer fine data compared to the AMG. Table VI
shows that the proposed KAMG significantly reduces CPU
time for data generation (i.e., model development time).

V. CONCLUSIONS

We have proposed a robust KAMG technique for automatic
generation of neural-network models for microwave applica-
tions. Our study was aimed at providing the highest levels of
efficiency and automation in developing microwave neura
models, taking advantage of the fact that multiple sources of
microwave training data often exist. The technique has inte-
grated advanced concepts such as the AMG, knowledge neural
networks, and space mapping into a powerful and systematic
framework. Motivated by the space-mapping concept, the
KAMG simultaneously exploits coarse and fine data generators
for efficient neural model development. Our unified approach
allows a variety of knowledge neural-network architectures
to be exploited for accomplishing reinforced neural-network
training from coarse and fine data The KAMG is further
strengthened by automation through adaptive sampling. The
advantages of the KAMG technique are demonstrated through
practical examples of aMOSFET and embedded passives used
in multilayer PCBs and, in each example, microwave datafrom
multiple and practical sources are utilized. For a given model
accuracy, the proposed technique uses the fewest fine data
compared to other existing techniques, including conventional
training, AMG, and conventional knowledge methodologies.
Fewer fine training data tranglates into significantly reduced
CPU time for data generation, thus resulting in faster model
development process. This study is significant for the growing
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demand of efficient CAD tools for microwave design and
optimization.
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